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ABSTRACT
Relation extraction (RE) is a fundamental process in constructing
knowledge graphs. However, previous methods on relation extrac-
tion suffer sharp performance decline in short and noisy social
media texts due to a lack of contexts. Fortunately, the related vi-
sual contents (objects and their relations) in social media posts
can supplement the missing semantics and help to extract rela-
tions precisely. We introduce the multimodal relation extraction
(MRE), a task that identifies textual relations with visual clues. To
tackle this problem, we present a large-scale dataset which contains
15000+ sentences with 23 pre-defined relation categories. Consid-
ering that the visual relations among objects are corresponding to
textual relations, we develop a dual graph alignment method to cap-
ture this correlation for better performance. Experimental results
demonstrate that visual contents help to identify relations more
precisely against the text-only baselines. Besides, our alignment
method can find the correlations between vision and language, re-
sulting in better performance. Our dataset and code are available
at https://github.com/thecharm/Mega.

CCS CONCEPTS
• Information systems→ l0>499Multimedia andmultimodal
retrieval; • Computing methodologies → l0>499Information
extraction.
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1 INTRODUCTION
The task of relation extraction (RE) is to identify the semantic rela-
tions given two entities in a sentence. RE plays an important role
in many applications requiring relational understanding such as
question answering[13] and knowledge base population[2]. Most
existing relation extraction methods can be divided into two cat-
egories: sequence-based models [27, 31] and dependency-based
models [6, 33]. Compared to sequence-based models, dependency-
based methods can capture the long distance semantic dependency
and usually gain better performance.

However, these methods are mainly text-based and suffer sharp
performance decline in social media posts when texts lack of con-
texts. For example, in a sentence “JFK and Obama at Harvard”,
given two entities “JFK” and “Obama”, traditional methods can
hardly detect the relation between them is “Alumni” without other
supplementary information. As a result, most methods will incor-
rectly extract the relation “couple” of the two entities since most
cases in training corpus are labelled with such tags. We find the
image-related information can be a good resource to supplement
the missing contexts in relation extraction in social media texts.
In the above case, we can easily classify the relation into “Alumni”
with an image showing that the two people wear bachelor caps and
the same school uniforms.

Utilizing the visual contents to complement textual contexts be-
comes a research hotspot in recent studies involving multimodal
learning [3]. Multimodal named entity recognition is one of the
tasks which requires both understanding of vision and language.
Zhang et al. [32] propose an adaptive co-attention network which
utilizes image-level region features to help extract entities in tweets.
Wu et al. [28] consider object-level features as a fine-grained fea-
tures and provide a new attention method to align visual objects
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Sentence: Forget the dresses, Ang 
Lee [PER] is my favorite Oscar 
[MISC] actor.

Detected objects: man, trophy, 
hair, cup

Relation: <Ang Lee, Awarded, 
Oscar>

Relation Mapping

Figure 1: An example of multimodal relation extraction in
Twitter. The mappings from visual contents “man holding a
trophy” to textual entities “Ang Lee” and “Oscar” will lead
to the extraction of textual relation “awarded”.

and textual entities. Different from multimodal named entity recog-
nition task, introducing visual information into relation extraction
asks models not only to capture the correlations between visual
objects and textual entities, but also to focus on the mappings from
visual relations between objects in an image to textual relations
between entities in a sentence. For example, in Figure 1, our goal
is to classify the relation category given the two entities “Ang Lee”
and “Oscar”. Previous text-based relation extraction models cannot
detect the relation “awarded” only from the textual information.
However, we can easily gain the correct label from the guidance of
“man holding a trophy”. The visual relation “holding” may reflect
the textual relation “awarded” between the two entities and objects.

In this work, we studymultimodal relation extraction (MRE),
which is the problem of classifying textual relations between two
entities with the help of visual contents. Since there is no available
dataset for training and evaluating MRE models, we present the
MNRE dataset, a manually-labelled dataset for multimodal neural
relation extraction. The corpus consists of texts and image posts
crawled from Twitter. Four well-educated annotators were asked
to tag both the entities and their relations. Due to the noisy nature
of social media texts and the limited characters of tweets, MNRE is
a challenge dataset to test the multimodal representation, fusion
and also reasoning abilities of existing methods.

To learn the mapping from visual relations to textual relations,
we propose a Multimodal Neural Network with Efficient Graph
Alignment (MEGA) for relation extraction in social media posts.
Following the success of dependency-based RE methods [6, 33], we
parse the sentences with a dependency tree tool [21]. Considering
the scene graphs can be a fine-grained image representation and
a parser to analyze the relations with a graph structure, we apply
a pretrained scene graph model [25] to extract visual objects and
their relations preliminarily. As shown in Figure 1, to capture the
relation mapping from visual contents (“man holding a trophy”)
to textual relations (“Ang Lee is awarded for Oscar”), we propose

a graph alignment method that incorporates structural similarity
and semantic agreement between visual objects in a image and
textual entities in a sentence. Different from previous multimodal
methods simply concatenating the graph representations using a
graph convolutional network [10, 12], our method can find the most
similar nodes between two graphs with structural and semantic
features, which resulting in a better alignment for textual and visual
relations. The corresponding visual relations can help our model
identify textual relations more precisely.

Our main contributions can be summarized as follows:
• We present the multimodal relation extraction (MRE) task

which leverages related visual contents to help to extract relations
between entities in social media when texts lack of contexts. Since
there is no available dataset, we also provide a human-annotated
dataset (MNRE) for training and evaluating multimodal relation
extraction neural models.

•We propose a multimodal relation extraction neural network
with efficient alignment strategy for textual and visual graphs. Com-
pared to previous relation extraction methods, our model can find
the correlations between visual objects and textual entities and
leverage the visual relations to classify textual relations more pre-
cisely.

•We conduct experiment on the MNRE dataset, and the exper-
imental results demonstrate that introducing visual information
can supplement the missing semantics of short social media texts.
Also, our efficient graph alignment method can improve relation
extraction performance with aligned visual and textual relations.

2 RELATEDWORKS
2.1 Relation Extraction in Social Media
Relation extraction task are the fundamental process of constructing
a knowledge graph. Early researches on relation extraction are
based on statistics methods [17, 29]. In recent years, sequence-based
methods utilize neural networks and improves RE performancewith
convolutional neural networks [27], recurrent neural networks [34]
and transformers [26].

Dependency-based RE models try to incorporate structural in-
formation into predicting relations. Compared to sequence-based
methods, dependency-based models are more capable of capturing
information from long distance. Peng et al. [20] propose a general
framework for cross-sentence n-array relation extraction based on
graph LSTMs. Song et al. [24] employ a graph recurrent neural net-
work without changing the input graph structure. Zhang et al. [33]
propose a path-centric pruning strategy with graph convolutional
networks and Guo et al. [6] improve it with attentive graph weights.
Most recently, BERT-based pretraining methods [19, 23] improves
RE performance significantly with external training corpus.

Despite the success of using dependency or external information,
most existing methods suffer performance decline in social media
texts when sentences lack of contexts. However, compared to RE in
general or newswire domain, there are fewworks concerning on the
relation extraction on social media [4, 14]. We propose to leverage
the image information to supplement the missing semantics in
short texts and present a large-scale multimodal relation extraction
dataset. Our experimental results demonstrate that introducing
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visual information can improve the RE performance with a large
margin.

2.2 Multimodal Representation and Alignment
In this paper, we also study multimodal representation and align-
ment strategy. Similar to the multimodal relation extraction task,
multimodal named entity recognition is also a task which requires
both understanding of visual and textual information. There are
many models proposed to leverage the image-level visual attention
for aligning images and texts [15, 32]. However, image-level fea-
tures cannot help to extract entities with different types since they
are trained with only one semantic labels. Wu et al. [28] propose a
embedded object-level representations for taking the fine-grained
visual objects into consideration. Zheng et al. [35] adopt bi-linear
attention networks to align the inner and inter relations between
visual objects and textual entities.

Different from multimodal named entity recognition, relation
extraction task needs to analyze not only the relation between
objects and entities, but also the relation graph which reveals the
mapping of visual and textual relations. We build the visual graphs
using a pretrained scene graph generator [25]. Inspired by Heimann
et al. [8], we assign the graph similarity computed by both structural
similarity and semantic agreement. We show this efficient graph
alignment strategy will be beneficial to find the mapping from
visual relation to textual contents, finally improves the multimodal
RE performance.

3 METHODOLOGY
In this section, we introduce the MEGA model for multimodal re-
lation extraction, which is shown in Figure 2. In order to build
the model, our work can be summarized as the following steps:
(1) First, we extract the textual semantic representations with a
pretrained BERT encoder. Besides, we generate the scene graphs
from images which provide rich visual information including vi-
sual objects features and visual relations among the objects. To
represent the semantics of images, we regard the object features
in the extracted scene graph as the visual semantic features. (2)
Secondly, to acquire the structural representations, we obtain the
syntax dependency tree of the input texts which models the syn-
tax structure of textual information. The visual object relations
extracted by scene graph can be constructed as a structural graph
representation. (3) Thirdly, to make good use of image information
for multimodal relation extraction, we respectively align the struc-
tural and semantic information of multimodal features to capture
the multi-perspective correlation between multimodal information.
Then, we effectively merge the two aligned results. (4) Finally, we
concatenate the textual representations which represent the two
entities and the aligned visual representation as the fusion feature
of text and image to predict the relations of entities.

3.1 Semantic Feature Representation
3.1.1 Textual Semantic Representation. In the MNRE dataset, each
piece of data contains a text message and an corresponding image
from the social media posts, which is used as the input of our model.
The input text message is first tokenized into a token sequence 𝑠1.
Then, to fit the BERT encoding procedure, we add the token ’[CLS]’

to the head of the sequence and the token ’[SEP]’ to the tail as well.
In addition, following Soares et al.[23], we augment the 𝑠1 with four
reserved word pieces, [𝐸1𝑠𝑡𝑎𝑟𝑡 ], [𝐸1𝑒𝑛𝑑 ], [𝐸2𝑠𝑡𝑎𝑟𝑡 ] and [𝐸2𝑒𝑛𝑑 ] to
mark the begin and end of each entity mentioned in the relation
statement and modify 𝑠1 to sequence 𝑠1 as shown in Eq.(1),

𝑠1 =[𝑤1, ..., [𝐸1𝑠𝑡𝑎𝑟𝑡 ],𝑤𝑖 , ...,𝑤𝑖+𝑛1−1, [𝐸1𝑒𝑛𝑑 ]
, ..., [𝐸2𝑠𝑡𝑎𝑟𝑡 ],𝑤 𝑗 , ...,𝑤 𝑗+𝑛2−1, [𝐸2𝑒𝑛𝑑 ], ...,𝑤𝑙 ]

(1)

where 𝑖 and 𝑗 denotes the start position of the first and second entity
respectively. 𝑛1 represents the length of the first entity while 𝑛2
denotes the length of the second one. Besides, the token sequence
are trimmed to a maximum length 𝑙 . We pad the sample sequence
which has less than 𝑙 tokens to maximum length by [PAD] token.

Besides, we set a segment sequence to represent the segmenta-
tion of the valid tokens and [PAD] tokens. The segment sequence
can be denoted as 𝑠2 = (1, 1, ..., 1, ..., 0, 0), where 1 represents the
token which is not a padding one, 0 represents the [PAD] token.
Therefore, the length of 𝑠2 is 𝑙 the same as 𝑠1.

Following the success of Lample et al. [11], Ma and Hovy [16]
, we represent each word in a input text message by combining
character embedding into word embedding to obtain its textual
features. We fine-tune the pre-trained BERT to get the embedding
for each token in the sequence. The two sequences 𝑠1, 𝑠2 are fed into
BERT to generate the embeddings. After that, each word is further
transformed into a vector of 𝑑𝑥 dimensions. And we can obtain
the textual semantic representation by transforming the whole text
message into a matrix 𝑋 ∈ R𝑙×𝑑𝑥 , which is denoted in Eq.(2),

𝑋 = 𝐵𝐸𝑅𝑇 (𝑠1, 𝑠2) (2)

where 𝐵𝐸𝑅𝑇 denotes the BERT Encoder.

3.1.2 Visual Semantic Representation. Object-level visual features
are considered as bottom-up manners in several multimodal tasks
[1] to represents the image information. Therefore, we obtain the
visual semantic feature by extracting the objects representation to
represents the semantic of input image. In order to extract the ob-
jects from images, the input image is fed into the pre-trained scene
graph generation model(with Faster R-CNN[22] as its backbone) to
generate the scene graph of input image. An scene graph contains
several nodes and edges connecting related nodes. The node con-
tains the object features as its inner information, while the edges
model the visual relation such as holding and wearing between
different objects. In order to assist the entities relation extraction,
we exploit the effective visual information while ignoring the irrel-
evant ones. Thus, we solely consider the top𝑚 salient objects with
the higher object classification scores as the valid visual objects for
further processing.

The input image is represented as a set of regional visual features
in a bottom-upmanner contained in the extracted scene graph. Each
regional visual feature represents an object in the image with a
vector 𝑦𝑖 in dimension 𝑑𝑦 . We set a confidence threshold to the
probabilities of detected objects and obtain the top𝑚 objects for
each image. Finally, an input image is transformed to a matrix 𝑌 .
If the number of detected objects in an image is less than𝑚, we
would zero-pad 𝑌 to the maximum size𝑚.

𝑌 = [𝑦1, 𝑦2, ..., 𝑦𝑚]𝑚×𝑑𝑦 (3)
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Figure 2: The Overall Framework of Our Proposed MEGA Model. Our Model Introduces Visual Information into Predicting
Textual Relations. Besides, We leverages the Graph Structural Alignment and Semantic Alignment to Help Model Find the
Mapping From Visual Relations to Textual Contents.

Forget the dresses , Ang Lee is my favorite Oscar actor            .

obj
det

dep

punct

compound

cop
nmod:poss

amod punct

nsubj

compound

root

Figure 3: The Input Text Message is Performed by Syntactic
Dependency Parsing. TheWord actor is the Root Node of De-
pendency Relations while the Words in Blue (e.g., dep, obj)
areDependencyRelations. TheDirection ofArrow Indicates
that There is a Relation Between the Two Words.

3.2 Structural Feature Representation
In some previous works, the structure of the sentences (i.e., depen-
dency trees) can provide important information which is benefit
for the relation extraction models. Inspired by this, we generate
two unidirectional graphs for the input text and image by using
syntax dependency tree and scene graph generation model, which
can provide the structural information to help multimodal relation
extraction. It is notable that the visual object features plays the role
as the node features in the scene graph.

3.2.1 Syntax Dependency Tree. Dependency tree is a structure
used to express the dependency between words in a sentence. It has
been shown in many previous work that the dependency trees can
provide important information/features for the relation extraction.
Each dependency corresponding to two words from a sentence can
be represented as a triple as Eq.(4):

𝑅𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦 = (𝑤𝑔, 𝑟𝑡𝑦𝑝𝑒 , 𝑤𝑑 ) (4)

where𝑤𝑔 is the governor,𝑤𝑑 is the dependent and 𝑟𝑡𝑦𝑝𝑒 shows how
the dependent modifies the governor. We use ELMo [21], a common

dependency tree extraction tool to obtain the dependency tree for
the input text after which each word from the text is connected by
its governor and obtains its related dependency triple. For example,
the sentence Forget the dresses, Ang Lee is my favorite Oscar actor. is
parsed to obtain the relations between words(e.g., amod, cop), as
shown in Figure.3. The words in blue are the dependency relations.
The ending of arrow indicates that this word is a dependent as
well as a modifier. The word root in purple is used to indicate
which word is the root node of dependency relations. Since each
word is connected directly by another word in the text, the graph
representation of the text is generated as𝐺1, which consists several
relation pairs among the words.

𝑉1 = {𝑡𝑖 |𝑖 ∈ [1, 𝑙0]} (5)

𝐸1 = {𝑒𝑖 = [𝑡∗𝑖 , 𝑡𝑖 ] |𝑖 ∈ [1, 𝑙0]} (6)
𝐺1 = (𝑉1, 𝐸1) (7)

𝑡𝑖 represents the node corresponding to the 𝑖th token in the original
text message which are not padded. 𝑡∗

𝑖
represents the governor of

the 𝑖th token. 𝑙0 represents the length of token sequence.

3.2.2 Scene Graph Generation. We obtain 𝑚 objects and the vi-
sual relation between them from the input image by scene graph
generation model. Since every relation between two objects is unidi-
rectional, similar to the dependency tree, each object is also pointed
by its governors from the image. Therefore, we can obtain the graph
representation 𝐺2 of the input image.𝐺2 consists several relation
pairs of objects detected in the image and can be denoted as follows:

𝑉2 = {𝑜 𝑗 | 𝑗 ∈ [1,𝑚0]} (8)

𝐸2 = {𝑒 𝑗, 𝑗𝑟 = [𝑜 𝑗 , 𝑜∗𝑗𝑟 ] | 𝑗 ∈ [1,𝑚0], 𝑗𝑟 ∈ [0, 𝑟 ]} (9)
𝐺2 = (𝑉2, 𝐸2) (10)

where 𝑜 𝑗 represents the node corresponding to the 𝑗th object de-
tected in the image. 𝑚0 represents the number of detected ob-
jects. 𝑜∗

𝑗𝑟
denotes the 𝑗𝑟 th object which is related to 𝑗th object.

Poster Session 6 MM ’21, October 20–24, 2021, Virtual Event, China

5301



𝑟 ∈ [0,𝑚0 − 1] denotes the dynamic number of objects related to
the 𝑗th object. After generating 𝐺1 and 𝐺2, we obtain the graph
representation of the input text and image.

3.3 Multimodal Feature Alignment
To make full use of the obtained multimodal representation, we
align the two graphs above from the structural perspective and use
attention mechanism to align the textual and visual features from
the semantic perspective.

3.3.1 Graph Structure Alignment. We exploit the node and edge
information to extract the structure similarity of multimodal graph
representation for structural alignment. First, as shown in Equa-
tion (7) and (10), we set 𝐺1 (𝑉1, 𝐸1) and 𝐺2 (𝑉2, 𝐸2) as two graphs
mentioned above with node sets𝑉1 and𝑉2; edges sets 𝐸1 and 𝐸2 re-
spectively. Let 𝑛 be the number of nodes among two graphs, which
means 𝑛 = |𝑉1 | + |𝑉2 |. The steps of structure alignment can be sum-
marized as follows: (1) obtain the node embeddings, conceptually
by factorizing a similarity matrix of the node identities; (2) align
nodes between two graphs by greedily matching the embeddings
with an efficient data structure that allows for fast identification of
the most similar embeddings from the other graph.

Following [8], we first set 𝑉1 and 𝑉2 into a union 𝑈 shown as
Eq.(11). In order to extract the node structural identity, we compute
the counts of node degrees, including both in and out degrees of
k-hop neighbors for each node 𝑢 in 𝑈 , which is shown as Eq.(12)
and Eq.(13),

𝑈 = 𝑉1 ∪𝑉2 (11)

𝑑𝑘𝑢 = 𝐶𝑜𝑢𝑛𝑡𝐷𝑒𝑔𝑟𝑒𝑒𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑠 (𝑅𝑘𝑢 ) (12)

𝑑𝑢 =

𝐾∑
𝑘=1

𝛿𝑘−1𝑑𝑘𝑢 (13)

where 𝑘 ∈ [1, 𝐾], K is a graph diameter set by us and 𝛿 ∈ (0, 1] is
a discount factor. And we compute the similarity between node 𝑎
and node 𝑏 in𝑈 as Eq.(14),

𝑠𝑖𝑚(𝑎, 𝑏) = 𝑒𝑥𝑝 [−𝛾𝑠 · | |𝑑𝑎 − 𝑑𝑏 | |22] (14)

where𝛾𝑠 is a scalar parameter controlling the effect of the structural
identity. Then, we randomly select 𝑝 ≪ 𝑛 “landmark” nodes chosen
across both graphs𝐺1 and𝐺2 and compute their similarities to all 𝑛
nodes in these graphs using Eq.(15). This yields an 𝑛 × 𝑝 similarity
matrix𝐶 , from which we can extract a 𝑝 ×𝑝 landmark-to-landmark
submatrix𝑊𝑝 . Meanwhile,𝑊 †

𝑝 is the pseudoinverse of𝑊𝑝 , a 𝑝 × 𝑝
matrix consisting of the pairwise similarities among the landmark
nodes (it corresponds to a subset of 𝑝 rows of 𝐶). It is a theorem
that[8] given graphs𝐺1 (𝑉 1, 𝐸1) and𝐺2 (𝑉 2, 𝐸2) with𝑛×𝑛 structural
similarity matrix 𝑆 ≈ 𝑃𝑍𝑇 , its node embedding matrix 𝑃 can be
approximated as

𝑃 = 𝐶𝑈 Σ1/2 (15)

where𝑊 †
𝑝 = 𝑈

∑
𝑉𝑇 is the full rank singular value decomposition of

the pseudoinverse of the small 𝑝 ×𝑝 landmark-to-landmark similar-
ity matrix𝑊𝑝 . Now 𝑃 and 𝑃 is the matrix with node embeddings as
rows and its approximation. The 𝑝-dimensional node embeddings
of the two input graphs 𝐺1 and 𝐺2 are then subsets of 𝑃 : 𝑃1 and

𝑃2, respectively. We use Eq.(16) to obtain 𝑃1 and 𝑃2, which are the
separate representations for nodes in 𝐺1, 𝐺2.

𝑃1, 𝑃2 = 𝐷 (𝑁 (𝑃)) (16)

where 𝐷 represents the dividing operation of 𝑃 by the number of
|𝑉1 | and |𝑉2 | in order and 𝑁 is used to normalize the magnitude
of the embeddings and make them more comparable based on
Euclidean distance. Finally, the last step is to efficiently align nodes
using their representations, assuming that two nodes 𝑖 ∈ 𝑉1 and
𝑗 ∈ 𝑉2 may match if their embeddings in𝐺1,𝐺2 are similar. We find
the alignments for each node by computing all pairs of similarities
between node embeddings (i.e., the rows of 𝑃1 and 𝑃2) and choose
the top-1 for each node. Here, we define the similarity 𝑎𝑖 𝑗 between
the 𝑝-dimensional embeddings of nodes 𝑖 and 𝑗 as follows:

𝑎𝑖 𝑗 = 𝑠𝑖𝑚(𝑃1 [𝑖], 𝑃2 [ 𝑗]) = 𝑒−| |𝑃1 [𝑖 ]−𝑃2 [ 𝑗 ] | |
2
2 (17)

After the structural alignment of multimodal graphs, for each
node in the text, its most similar node in structure from the image
and their similarity score would be identified effectively. When
finishing graph structure alignment, the two graphs are transformed
into a feature matrix 𝛼 ,

𝛼 =
(
𝑎𝑖 𝑗

)
|𝑉1 |× |𝑉2 | (18)

where 𝑎𝑖 𝑗 represents the structural similarity between the ith
word of the input text and the jth object of the input image. In our
model, we only keep the most structurally similar object for each
word while the elements corresponding to other objects except the
most similar one are all represented by 0 in the matrix.

3.3.2 Semantic Features Alignment. In order to align the seman-
tic of textual and visual information, we implement the guided-
attention mechanism to capture the correlation between multi-
modal semantic features. The input of scale dot-product attention
consists of queries and keys of dimension 𝑑𝑘𝑒𝑦 , and keys of di-
mension 𝑑𝑣𝑎𝑙𝑢𝑒 . For simplicity, we set 𝑑𝑘𝑒𝑦 and 𝑑𝑣𝑎𝑙𝑢𝑒 to the same
number 𝑑𝑎 . We calculate the dot products of the query with all
keys, divide each by

√
𝑑𝑎 and apply a softmax function to obtain

the attention weights on the values. Given a query 𝑞 ∈ R1×𝑑𝑎 , 𝑛
key-value pairs (packed into a key matrix 𝐾 ∈ R𝑛×𝑑𝑎 and a value
matrix 𝑉 ∈ R𝑛×𝑑𝑎 ), the semantic aligned feature 𝑦𝑎 ∈ R1×𝑑𝑎 is
obtained by weighted summation over all values 𝑉 with respect to
the attention learned from 𝑞 and 𝐾 :

𝑦𝑠 = 𝐴(𝑞, 𝐾,𝑉 ) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑞𝐾
𝑇

√
𝑑𝑎

)𝑉 (19)

In practice, to obtain the semantic aligned features of all visual
objects 𝑌𝑠 ∈ R𝑚×𝑑𝑎 , we compute the attention function on a set of
𝑚 queries 𝑄 = [𝑞1, 𝑞2, ..., 𝑞𝑚] ∈ R𝑚×𝑑𝑎 seamlessly by replacing 𝑞
with 𝑄 , which represents the visual semantic information guided
by the textual features.

After obtaining themultimodal features representation, the input
text is transformed into thematrix𝑋 ∈ R𝑙×𝑑𝑥 and the input image is
transformed into the matrix𝑌 ∈ R𝑚×𝑑𝑦 . We employ three learnable
matrix𝑊𝑘 ∈ R𝑙×𝑑𝑎 ,𝑊𝑞 ∈ R𝑚×𝑑𝑎 and𝑊𝑣 ∈ R𝑙×𝑑𝑎 to generate
the feature from 𝑋 and 𝑌 for attention mechanism. In detail, the
calculation process is shown from Eq.(20) to Eq.(22),

𝐾 = 𝑊𝑘𝑋 + 𝑏𝑘 (20)
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𝑄 = 𝑊𝑞𝑌 + 𝑏𝑞 (21)
𝑉 = 𝑊𝑣𝑋 + 𝑏𝑣 (22)

where 𝑏𝑘 , 𝑏𝑞 , 𝑏𝑣 are the learnable biases. As a result, we implement
the semantic alignment by obtaining the semantic aligned weight
𝛽 by calculation of 𝑄 and 𝐾 as Eq.(23).

𝛽=𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝐾
𝑇

√
𝑑

) (23)

3.3.3 Alignment Fusion. To fully use the structural and semantic
alignment information, we integrate the aligned information by
Eq.(24) to obtain the aligned visual features.

𝑌 ∗ = (𝛼𝑇 + 𝛽)𝑉 = 𝛼𝑇𝑉 + 𝑌𝑠 (24)

As we merge the structural and semantic alignment results, the
final aligned visual features representation guided by the text is
obtained as matrix 𝑌 ∗ ∈ R𝑚×𝑑𝑎 .

3.4 Entities Representation Concatenation
To fully exploit the aligned visual information of all objects, we
integrate the aligned object features to a vector representation,
shown as Eq.(25),

𝑦 =

𝑚∑
𝑖=1

𝑦∗𝑖 (25)

where 𝑦∗
𝑖
∈ R1×𝑑𝑎 represents the 𝑖th object feature in matrix 𝑌 ∗.

Since we need to extract the relation between two entities from
the text, we concatenate the representation 𝑣 [𝐸1𝑠𝑡𝑎𝑟𝑡 ] and 𝑣 [𝐸2𝑠𝑡𝑎𝑟𝑡 ]
of their start position marker in feature 𝑉 as the textual repre-
sentation 𝑣 ∈ R1×2𝑑𝑎 for multimodal fusion, which is shown as
Eq.(26),

𝑣 = [𝑣 [𝐸1𝑠𝑡𝑎𝑟𝑡 ] , 𝑣 [𝐸2𝑠𝑡𝑎𝑟𝑡 ] ] (26)
We combine the guided visual information and the textual infor-

mation from the two entities to obtain the final representation for
the text and image by concatenating 𝑣 and 𝑦 into 𝑧, which is shown
as:

𝑧 = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑣,𝑦) (27)
Finally, we input 𝑧 into an MLP to complete the final task of relation
classification and obtain the output as shown in Eq.(28),

𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑀𝐿𝑃 (𝑧)) (28)

where 𝑜𝑢𝑡𝑝𝑢𝑡 ∈ R𝑛𝑐 represents the classification probability of all
𝑛𝑐 relation categories.

4 EXPERIMENT SETTINGS
4.1 Dataset
To provide empirical results for the effectiveness of our model, we
construct a multimodal neural relation extraction dataset (MNRE)
from scratch. The original corpus is built on three sources: two avail-
able multimodal named entity recognition datasets - Twitter15[15]
and Twitter17[32], and crawling data from Twitter 1. The posts
were selected and filtered by annotators with different topics, such
as music, sports and social events. We employed 12 well-educated
annotators to label the relations between entity pairs and filter out
the wrong samples tagged by automatic NER tools. The dataset
1https://archive.org/details/twitterstream
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Figure 4: The Distribution of Relation Categories in Our
MNRE Dataset.

contains 15,484 samples and 9,201 images with 23 relation cate-
gories. We split the dataset into training, development and testing
set with 12247, 1624 and 1614 samples, respectively. The statistics
of MNRE compared with a widely-used relation extraction dataset
SemEval-2010 Task 8 [9] are listed in Table 1.

Table 1: The Statistics of MNRE Dataset Compared to
SemEval-2010 Task 8 Dataset. # indicates Numbers.

Statistics SemEval-2010 MNRE

# Word 205k 258k
# Sentence 10,717 9,201
# instance 8,853 15,485
# Entity 21,434 30,970
# Relation 9 23
# Image - 9,201

We also show the distribution of relation categories in our MNRE
dataset in Figure 4. We start tagging relation types depending on
the entity types. For example, the relations between one person
and another person can be classified into “alumni”, “couple” and
“relative” et al. We choose this labeling method since we expect the
entity types and visual objects can be aligned and help to understand
texts better.

4.2 Baseline Methods
We compare our methods with several relation extraction baselines.
To validate the effectiveness of incorporating visual information
into text-based RE models, we also provide several variants of the
proposed MEGA model.
Glove+CNN Glove+CNN [31] is a classic CNN-based model for
relation extraction. We use a improved version of this model [18]
which concatenates word embeddings with position embeddings.
PCNN PCNN [30] is a distantly supervised relation extraction
model which leverages external knowledge graphs to automatically
label sentences with same entities contained.
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Matching the Blanks (MTB)MTB [23] is an RE-oriented pretrain-
ing model based on BERT. Our method is built on the MTB model
which, in turn, is the text-based version of the proposed MEGA
model without visual features and the graph alignment strategy.
We fine-tune it on our MNRE dataset as a text-based baselines.
BERT+SG The pretrained language model Bert [5] has shown its
strong generalization in multiple tasks. We simply concatenate the
fine-tuning BERT representations with visual features to show the
improvement of introducing visual information. The visual features
are extracted by a pretrained scene graph (SG) tool [25].
BERT+SG+Att. A variant of our proposed MEGA model which
considers only the semantic similarity between visual graph (scene
graph) and textual contents. Here we adopt the attention mecha-
nism to compute the semantic similarity.
MEGA MEGA is our proposed multimodal relation extraction
model with efficient graph alignment which considers both struc-
tural similarity and semantic agreement between visual and textual
graphs.

4.3 Parameter Settings
We implement our model on the open-source and extensible re-
lation extraction toolkit OpenNRE[7]which is based on PyTorch
framework. To acquire the textual semantic representation, we ini-
tialize the textual representation by pretrained BERT and set the
dimension 𝑑𝑥 at 768. Besides, the dimension 𝑑𝑦 of visual objects
features extracted from scene graph is 4096. The latent dimension
𝑑𝑎 of semantic alignment is set at 1536. The maximum number of
token sequence and objects are 128 and 10 respectively. Our model
is trained with Adamw optimizer, where we set the base learning
rate at 2e-5 and the batch size at 10. The dropout rate in experiment
is 0.5.

5 RESULTS AND DISCUSSION
5.1 Overall Results
We conduct the experiments on the MNRE dataset. Table 2 shows
the overall results on the test set of MNRE. We report accuracy,
precision, recall and F1 value as the evaluation metrics. Compared
to the traditional sequence-based CNN method [18], the distantly
supervised RE model PCNN [30] achieves better results in all met-
rics. Since the MNRE dataset is collected with short social media
texts, most words in training or testing set are novel words. In
such case, a distantly supervised model will perform better with
external KGs. However, the distantly supervised method will suf-
fer the wrong labeling problem and the performance is restricted.
Benefiting from the better generalization of pretraining language
model representations, the MTB model [23] outperforms PCNN
with a higher recall (64.46%) and F1 value (57.81%).

The other part of Table 2 is the performance of our MEGA model
and its variants. All the variants of our methods outperform pevious
text-based methods, which demonstrate the effectiveness of intro-
ducing visual information to supplement the missing text semantics.
We use a pretrained scene graph parser to extract the fine-grained
visual objects and their relations. Compared to simply concate-
nation of visual and textual features, a added semantic similarity
module with attention mechanism will contribute to an improved
recall value. We propose a more efficient alignment method which

Table 2: The Overall Performance of Our Models and Other
State-of-the-art Methods (Acc.: Accuracy, Prec.: Precision). *
Indicates the Difference Against the F1 of Our Baseline Vari-
ant (MTB) is Statistically Significant by One-Tailed Paired
𝑡-test with 𝑝 < 0.01.

Model Acc. Prec. Recall F1

Glove+CNN [18] 70.32 57.81 46.25 51.39
PCNN [30] 72.67 62.85 49.69 55.49
MTB [23] 72.73 64.46 57.81 60.96
BERT+SG 74.09 62.95 62.65 62.80∗

BERT+SG+Att. 74.59 60.97 66.56 63.64∗
MEGA 76.15 64.51 68.44 66.41∗

considers both structural and semantic similarity. Our model can
align the visual and textual relations precisely and find more possi-
ble textual relations. As a result, the final MEGA model improves
the precision and recall value (from 62.65% to 68.44%) in a large
margin.

5.2 Performance on Categories
We also report the category results of our MEGA model compared
to MTB model [23] in Table 3. Our model gains the highest results
on all the six main categories on theMNRE test set. These categories
involve the relations of person-to-person, person-to-organization
or person-to-misc. Our model achieves relatively higher improve-
ment in relation “Peer” and “Present_in”. The two relations cover
abundant visual information like “wearing the same uniform” or
“appearing in a dance show”. Our model introduces the visual in-
formation and utilize the mapping from visual relations to textual
contents to help model extract relations precisely. However, text-
based methods perform poor in these categories due to a lack of
text contexts.

Table 3: Our Results on Six Main Categories Compared to
MTB [23] on the MNRE Test Set.

Category Count MEGA (Acc.) MTB (Acc.)

Peer 156 76.28 63.46
Member_of 110 70.90 63.63
Contain 99 91.91 88.89

Present_in 74 74.32 51.35
Locate_at 46 45.65 41.30

Place_of_residence 29 37.93 31.03

5.3 Parameter Sensitivity
Table 4 describes the results of our proposed MEGA model influ-
enced by choosing different number of aligned relations. Top-1
indicates that for each word in a sentence, the most related visual
object will be chosen. As mentioned in Section 3, we leverage the
structural and semantic similarity to align the visual and textual fea-
tures. However, there may be more than one visual relations related
to textual contents. For example, we can ensure that two people are
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Cavs hosted a workout for Alabama 
guard Collin Sexton today , per 
@mcten
Selected objects: 
man, shorts, jacket, number
Text-based MTB Model:
<Collin Sexton,  
place_of_residence, Alabama>
Our MEGA Model:
<Collin Sexton,  member_of, 
Alabama>

Cecilia Bolocco with very famous 
trasparent dress . Vineyard of Sea 
Festival , 2016
Selected objects:
man,shirt,light
Text-based MTB Model:
<Cecilia Bolocco,None,Vineyard of 
Sea Festival>
Our Mega Model:
<Cecilia Bolocco, Present_in, 
Vineyard of Sea Festival>

Alvarez , Sotto on stage ahead of 
third State of the Nation Address . 
# SONA2018
Selected relations: 
<man,wearing,shirt>,<man,wearing,
shirt>,<man,in front of,curtain>
BERT+SG Model:
<Alvarez,None,Sotto>
Our MEGA Model:
<Alvarez,peer,Sotto>

Loris Karius is reported to feel let 
down by the signing of Alisson and 
wants to leave Liverpool .
Selected relations:
<man,wearing,shirt>,<man,wearing,
shirt>
BERT+SG Model:
<Loris Karius,None,Alisson>
Our MEGA Model:
<Loris Karius,peer,Alisson>

Figure 5: The Results of Our Method (MEGA) Comparing to Text-based MTB [23] model and BERT+SG Model on the MNRE
Test Set. Objects and Relations from Images are Detected in the Left Column,We Present the Relation Extraction Results with
Related Objects and Visual Relations in the Right Column. The GroundTruth Labels are in Blue and the Detected Objects or
Relations are in Green. Our Model Extracts Relations Precisely with Efficient Alignment between Images and Texts.

alumni with both “person wearing school uniform” and “person
at the same school gate” visual contents. We find that in MNRE
dataset, choosing the aligned relations with highest confidence will
contribute to the best performance.

Table 4: The Performance of OurMEGAModel on theMNRE
Test Set Influenced by Different Number of Aligned Rela-
tions.

Aligned Relation Num. Prec. Recall F1

Top-1 64.51 68.44 66.41
Top-5 64.13 64.53 64.33
Top-10 62.65 64.89 63.75

5.4 Case Study
Figure 5 shows the case study of comparing our MEGA model with
the text-based MTB model [23] and BERT+SG model. With the
help of efficient alignment between visual and textual relations, our
model performs better in all cases. To evaluate the effectiveness
of utilizing visual information, we compare our model with MTB
model which only depends on textual information. On the left side
of Figure 5, our model extract the relation “member_of” correctly
with the guidance of visual objects “man, shorts, number”. These
objects indicate that the man is a player which is the member of a
team. However, without the guidance of visual information, text-
based method extracts the wrong relation “place_of_residence”.
Similarly, our model extracts the relation “present_in” with the
guidance of visual objects “man, shirt and light” while the text-
based method identifies it as “no relation”.

On the right side of Figure 5, we compare our MEGA model
with a variant of our model BERT+SG. BERT+SG model simply
concatenates the visual and textual representations and ignores the
mappings from visual relations to textual contents. For example,
the BERT+SG model cannot classify the correct relation “peer”,
however, our MEGA model finds the two people wearing the same
uniform and extract the relation with alignment of visual and tex-
tual relations.

6 CONCLUSION
In this paper, we present the multimodal relation extraction (MRE)
task which leverages visual information to supplement the missing
textual semantics in social media posts. To tackle this problem, we
first provide a human-annotated dataset - MNRE which consists
of 15000+ sentences with 23 relation categories. Then, we propose
a multimodal relation extract neural network with efficient graph
alignment (MEGA). MEGA uses graph-structured visual informa-
tion to guide the extraction of textual relations with considering
both structural and semantic graph similarity. The experimental
results demonstrate that our model outperforms previous state-of-
the-art methods in terms of precision, recall and F1 values.
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